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The “Task” at Hand: LLMs and Low-Floor, High-Ceiling Math
Tasks

Anna Gustaveson and Margaret Ann Donnelly (University of North Carolina)

Introduction
The National Council for Teachers of Mathematics (NCTM) outlines practices for

conceptually-oriented and equitable math teaching (Leinwand, et. al., 2012). Teachers
may implement these practices through low-floor, high-ceiling math tasks that engage
students in a common math problem using strategies, tools, and representations of their
choice. An example math task in Figure 1 includes both a low floor where students can
solve the problem in multiple ways (e.g., using fraction bars or multiplication) and a high
ceiling with multiple solution paths and possible answers. These tasks promote teaching
practices outlined by NCTM such as supporting reasoning and problem-solving, building
procedural fluency from conceptual understanding, and centering students’ ideas.

Figure 1
Mystery Fractions

However, finding or crafting quality math tasks can be challenging.
Advancements in generative AI tools like Large Language Models (LLMs) have been
shown to support task creation (Küchemann, et. al., 2023), but less is known about the
teaching practices LLM-created tasks promote. If math teachers use LLMs for planning,
it is important that Teacher Educators (TEs) understand the types of tasks LLMs
generate and the practices they support. This study asks: To what extent do two popular
LLMs construct low-floor, high-ceiling tasks that promote NCTM’s productive practices?

Methods
ChatGPT-3.5 (GPT) and Gemini, both accessible, open-source LLMs, were

prompted to: “Create a low floor, high ceiling math task about adding fractions with
unlike denominators.” Both LLMs generated a scenario with related mathematical
prompts for students to solve (see Figure 2) as well as teacher notes about how to
teach the task.
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Figure 2
Low-floor, high-ceiling math tasks generated by LLMs

We first solved the tasks and used analytic memoing to note structural elements,
strategy potential, mathematical accuracy, and language use (Figure 3). In a second
round of coding, we highlighted portions of the tasks and teacher notes that did or did
not align with NCTM’s productive teaching practices marking each task as “yes” for
alignment, “no” for misalignment, or “n/a” for no evidence of alignment or misalignment
(Leinwand, et. al., p. 24, Figure 4).
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Figure 3
Analytic Memo Summaries

Figure 4
Alignment with NCTM Practices

Findings

ChatGPT-3.5
GPT’s task was mathematically accurate and aligned with several of the

productive teaching practices. In a teacher note, the task encouraged varied
approaches, stating, “Encourage students to use multiple strategies… Emphasize the
importance of explaining their reasoning and justifying their answers.” The high ceiling
extensions posed open-ended problems without a suggested math strategy and
directed teachers to ask students to explore ideas without taking over their thinking.
However, GPT’s math task was not without its shortcomings. It interpreted low floor and
high ceiling as separate problems. The low-floor prompt suggested specific strategies
and numbers, while the high-ceiling prompts allowed for a range of both. Splitting the
task could offer students differential access to rich problems depending on the version
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assigned. Additionally, linguistic errors (i.e., misusing improper fractions) and
mathematical errors (i.e., incorrectly adding fractions together) were both present in the
task.

Gemini
Gemini’s task was neither mathematically accurate nor did it align with productive

teaching practices. The task’s teacher notes stated which representations and tools
they should have students use for each question (e.g. “find a common denominator
(24)”), limiting student reasoning. Additionally, the task had mathematical and language
errors. To add fractional pieces together, they must refer to the same sized whole, yet in
the pizza task, students are asked to add together the leftover slices from two
different-sized pizzas. Though a mathematically rich conversation could be had about
whether you can add fractions together from different sized wholes, a teacher simply
following the task might assume that the slices can be combined. Another error occurs
in the teacher notes: “Advanced students can convert the final fraction [15/24] to a
mixed number (5/8).” As 15/24 is not a fraction greater than 1, its equivalent 5/8 is not
going to be a mixed number. More likely a language error than a mathematical one,
Gemini has substituted the language of “converting to a mixed number” for “finding a
simplified equivalent fraction”. This is not the only place where Gemini’s language is
erroneous. The model asks four leveled questions about leftover pizza. Even when
assuming that the word-problem pizzas were same-sized wholes and attempted
questions 1-3 as written can be answered with the same responses.

Discussion
In this study we asked two LLMs to generate a low-floor, high-ceiling math task

for adding fractions, and the implications can be summed up simply: if elementary math
teachers choose to use LLMs to generate complex tasks for students, they must
engage in effective prompting and evaluating the LMM’s output before classroom
implementation.

TEs should consider supporting teachers with prompt engineering to get the most
out of LLMs and emphasize the importance of testing AI-suggested tasks to confirm
they are mathematically sound. While “low-floor, high-ceiling” tasks engage students in
the same problem through multiple entry points, the LLMs read the prompt as either two
separate task versions for students of varying abilities or as a series of questions
purportedly differentiated as low-floor or high-ceiling. More careful prompt engineering
may be needed (e.g., giving the LLMs a more detailed explanation of a low-floor,
high-ceiling task) to generate better responses.

Additionally, there were language and math errors from both LLMs, and they
made Gemini’s task unusable for the intended mathematical goal of the lesson.
Database information being pulled in to support task creation can contain mathematical
errors (e.g. trying to add different sized wholes) and linguistic errors (e.g. mixed number
in place of equivalent fraction), so prompt engineering may not be as useful in avoiding
these errors. Instead, teachers must be prepared to notice errors in AI-generated
materials before presenting them to students.
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In addition to prompting and evaluating AI-generated tasks, teachers must also
be prepared to implement them well. Previous scholarly research indicates that while AI
can converse in signs and signals, it is unable to communicate the human experience of
‘doing the thing’ (i.e., enacting a math task, Frick, 2024). Therefore, we must carefully
consider how LLMs direct teachers to use tasks. GPT encouraged the use of multiple
strategies and representations, aligning with several of NCTM’s productive practices. In
contrast, Gemini directed teachers to ask funneling questions based on specific
procedures. However, enactment of either task is up to the teacher. It is crucial that TEs
continue to build teachers’ pedagogical expertise so they may translate AI-generated
directions, questions, and concepts into teaching and learning practice in productive
ways.

It might be simpler to conclude that TEs should not encourage teachers to use
LLMs in making math tasks for their classrooms, but as AI is becoming more ubiquitous
in nature, we argue that it is worth learning from these early models and preparing
teachers for possible uses. The potential of using LLMs to support math task creation is
still largely untapped, but TEs can support teachers use of these tools through
intentional prompting, evaluation, and implementation of LLM-created math tasks.
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